1. Introduction

Augmented Reality (AR) is an interactive system that allows users to see the real-world environment where the objects inside are enriched by computer-generated perceptual information. AR is often achieved by a set of hardware and software system, and some well known examples are Microsoft’s HoloLens, Google Glass, Sony SmartEyeglass, etc. Although they are still not very popular among normal users nowadays, mainly due to their high price, they are expected to experience a boost in near future [1], [2]. Meanwhile, smartphone AR apps also get more and more popular as they can be directly downloaded from app stores and do not need any extra hardware. Some popular AR apps include Pokemon GO1, Jurassic World2, and Google Translate3, which have achieved high downloads from App stores.

AR apps have raised various new challenges to software dependability assurance, such as the erroneous identification and occlusion of real-world objects. One important new challenge is the assurance of user privacy [3] [4]. Since AR apps often need access to the smartphone’s camera all the time, they have access to a much larger interface of the users’ privacy. If an app is collecting more than necessary information from the users’ camera, or the data collection is not mentioned in the app’s privacy policy, users’ privacy is undermined.

In our research, we focus on the detection and avoidance of unnecessary privacy data leaks in Android AR apps. In this paper, we first introduce the state-of-the-art works in the area. Then, we report the results of a case study on Google Translation, the most popular augmented reality Android app. Finally, we propose an general framework to reduce unnecessary privacy leaks in Android augmented reality apps.

2. Background

Security and privacy in AR applications. Augmented Reality (AR) has gained increasing attention from public recent years, the computer security community has recently identified the need to address security and privacy for AR systems. [1] presented the security and privacy challenges for AR technologies, they categorized the challenges related to output, input and data access in Single Application, Multiple Applications and Multiple Systems. [5] conducted a study to find out user’s concerns about interact with immersive AR device in single- and multi-user scenarios. [6] investigated the security and privacy vulnerabilities on the AR browsers. They identified multiple architectural flaws in the popular AR browsers and proposed short-term fixes for specific vulnerabilities.

Input and Output Control. To address the problem of AR application having access of sensitive information beyond that application need, [7] introduced a new OS abstraction: the recognizer. Instead of exposing raw sensor data to applications directly, a recognizer takes raw sensor data as input and exposes higher-level objects, such as a skeleton or a face, to applications. To prevent user receiving undesirable content from buggy or malicious application, [8] proposed “Arya” to constrain the output by modifying application behavior according to policies or guidelines from the AR application. SurroundWeb [9], a 3D web browser that allows the AR web applications to project web content onto a room while tackling privacy challenges by considering both AR input and output.

3. A Case Study

As a preliminary work of our project, we first performed a case study on the Google Translate app. Google Translate is an Android app that uses augmented reality technique to help users to read road signs and other texts in the real world. For example, a user may have her smartphone’s camera targeting at a white board or exam paper, then all the text will be translated to the preset destination language. Figure 1 shows the screen shots of a white board and AR scene with translated words (i.e., Chinese). Inside the app, when the app is started and the camera is on, a text identification module first identify texts from the video content based on image processing algorithms. Then, the identified texts are sent to the remote server (i.e., the Google Translate Service) and the translated texts in the destination language are returned. Finally, the returned texts are added to the camera scene.
Looking into Figure 1, we can see that not only the words at the center (‘privacy’ and ‘assurance’) are translated, the words at the top left corner (‘schedule’ and “Monday”) are also translated. Therefore, some text that the user did not intend to translate (e.g., “schedule” and “Monday” in this example) may also be sent to the remote server and user privacy will be undermined. From our study, we mainly have two findings.

- There are no existing mechanisms in Android system checking whether information collected by AR apps are necessary or not (e.g., in Google Translate, whether only extracted texts are collected and sent to remote servers).
- AR apps may extract all information from the camera and thus cause unintentional and accidental data extraction and collection.

Although our study is just on the Google Translate app, considering that Google AR Core 4 is the most popular mobile AR framework, our study results can be largely applied to many other Android AR apps.

4. Proposed Framework

In our research, we propose a framework to enhance users’ control on their privacy data, and solve the two major issues found in our case study. In particular, our framework will (1) detect whether sending certain types of information to remote servers is necessary, and (2) allow users to set an intention area on the screen so that only data extracted from the intention area can be sent to remote servers. Figure 2 illustrate the overview of our framework. To achieve the first goal, we will check whether the responses of corresponding network requests are used in app’s output to the user (AR scene), these network requests are considered necessary. In contrast, if other information extracted from camera (e.g., pictures or color information) are sent to network, they will be considered unnecessary as their responses will not be used in the AR output. To achieve the second goal, we will use taint analysis [10] [11] to track all the information extracted from the camera with coordinates describing where on the screen they are extracted. Then our framework will forbid information not from intentional area to be sent to the network.
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